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ABSTRACT The loss of V2 has received considerable attention in the past with
some theories linking it to learning (e.g. Lightfoot 1999, Yang 2002). Here,
we use artificial language learning experiments to test, in a controlled set-
ting, what factors affect learning of V2. Specifically, we build on previous
work demonstrating a general beneficial effect of input variability. We ex-
plore the role of variation in clause-initial constituents by comparing arti-
ficial languages that differ both in the kinds of grammatical functions that
tend to appear in initial position, and the level of variability present. We find
that these different distributions of clause-initial constituents indeed affect
V2 learning outcomes. However, contrary to our predictions, a language
with the highest level of variability is not the best learnt. Rather, a language
containing many adjunct-initial sentences was learnt best. We discuss the
possibility that a high quantity of clause-initial adjuncts is in fact important
to acquiring V2 grammars in natural language. We find further support for
this in corpus data indicating a high proportion of adjunct-initial sentences
in stable V2 languages and a low proportion in languages that had been in
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the process of losing V2. We also discuss the role of variability in gram-
matical categories rather than roles, which might give languages with many
clause-initial adjuncts an advantage. Taken together, our findings establish
the first evidence for a causal link between the reduction of evidence and the
loss of V2.

1 INTRODUCTION

Most modern Germanic languages are verb second (V2) languages. That is,
the verb is obligatorily realised in the second position of a clause and no re-
strictions apply as to the grammatical function or category of the clause-initial
constituent (Holmberg 2015). For instance in German, subjects (1a), objects
(1b), adjuncts (1c) and past participles can all occupy the initial position (1d),
but verbs must be in second position.

(1) a. Die
the

Maus
mouse

geniesst
enjoys

eine
a

Scheibe
slice

Raclettekäse
raclette cheese

auf
on

der
the

Alm.
alp

‘The mouse enjoys a slice of raclette cheese on the alp.’
b. Eine

a
Scheibe
slice

Raclettekäse
raclette cheese

geniesst
enjoys

die
the

Maus
mouse

auf
on

der
the

Alm.
alp

c. Auf
on

der
the

Alm
alp

geniesst
enjoys

die
the

Maus
mouse

eine
a

Scheibe
slice

Raclettekäse.
raclette cheese

d. Genossen
enjoyed

hat
has

die
the

Maus
mouse

eine
a

Scheibe
slice

Raclettekäse
raclette cheese

auf
on

der
the

Alm.
alp

While on the surface, many English sentences also follow a V2 pattern, sub-
jects must occupy the preverbal position (2a), and additional elements in the
left-periphery lead to V>2 orders (2b).

(2) a. *A slice of raclette cheese enjoys the mouse on the alp.
b. On the meadow, the mouse enjoys a slice of raclette cheese.

This reflects change: earlier stages of English followed a word order pattern
akin to (1) (vanKemenade 1987, Fischer, vanKemenade, Koopman& van der
Wurff 2001), a pattern of change that is attested in a number of other lan-
guages (Willis 1998, Meelen 2016, Wolfe 2018). The loss of V2 has been the
subject of longstanding research, with some theories tying it to learning. Like
any other feature of language, evidence for V2 has to be sufficient in the input
learners receive, otherwise it will not be acquired (Lightfoot 1999, Yang 2000).
For V2, it has been claimed that exposure to sentences with verbs in second
position does not on its own suffice. Rather, non-subject-initial sentences,
like the ones in (1), form a crucial part of the evidence for V2 (Yang 2000).

2



Variability and learning in language change

This is supported by historical data showing a link between the increase in
subject-initial sentences and loss of V2 (e.g. Roberts 1993: 199). Intuitively,
if a large proportion of the sentences in the input involve SV orders, then the
learner may acquire a grammar similar to modern English, rather than V2. In
principle, exposure to a preponderance of sentences with any particular con-
stituent type in first position (e.g. subject, object, etc.) could lead the learner
to an analysis that favours a non-V2 grammar.

In this paper, we use a novel experimental method to explore the role
of variation in the initial constituent in learning V2. Specifically, we ask
whether learning V2 in a miniature artificial language is affected by the
level of variability in the grammatical roles (i.e., subject, object and adjunct)
of clause-initial constituents. We are specifically interested in the way
participants generalise from the input. Forming abstract grammatical repre-
sentations from the input constitutes a central task in language learning. In
the case of V2, learners need to build representations without a fixed map-
ping of grammatical roles to the clause-initial position. If more variability
increases the likelihood of generalisation – i.e., to novel types of constituents
– and less variability decreases this likelihood, we will have the first direct
evidence for a causal link between the frequency of non-subject-initial
sentences and the loss of V2. If a learner fails to generalise to novel initial
constituents but instead learns a more constrained grammar, where a specific
grammatical role or set of roles appear in initial position, then the first steps
toward the loss of V2 have essentially been taken. When considered on a
larger timescale, even a weak tendency toward learning a more constrained
grammar can be amplified through cultural transmission (Kirby, Cornish &
Smith 2008, Kirby, Tamariz, Cornish & Smith 2015) with the result that V2 is
lost at the population-level.

The results of our experiment suggest that the learning and hence gener-
alisation of a V2 grammar is indeed affected by variation, however we found
that learning is best when the language exhibits a large amount of adjuncts
in clause-initial position and worst when objects dominate the clause-initial
position. Although this does not exactly fit our initial hypothesis, which con-
cerned variation in grammatical functions, our results still provide evidence
for a fostering effect of variability on learning. Specifically, this may indicate
that instead of a high variability of grammatical functions, a high variability
of grammatical categories (e.g. DPs, PPs & AdvPs) in the clause-initial po-
sition is what fosters generalisation. This finding is further supported by a
large-scale corpus study on the distribution of clause-initial constituents in
German. In line with previous studies on Germanic and Romance, we find
that adjuncts account for the most frequent constituent type in clause-initial
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position after subjects.
This paper is structured as follows: We first motivate our hypothesis (§2).

We will then report the results of our artificial language learning experiment
(§3). In §4, we will present a large-scale, multi-corpus analysis of variation
in the clause-initial constituent in a natural V2 language, German. We will
conclude with a discussion of what our findings mean for research on the
historical loss of V2 in §5.

2 THE ROLE OF LEARNING IN THE LOSS OF V2

V2 is a cross-linguistically rare phenomenon (Holmberg 2015: 343).1 There
are some languages (includingmost Germanic languages other than English)
which have exhibited relatively strict V2 since their earliest records, in some
cases developing even stricter V2 order over time (Eythórsson 1995, Axel
2007, 2009, Axel-Tober 2018, Þorgeirsson 2012). There are other languages
which have had and lost, to varying degrees, their V2 status (including En-
glish (van Kemenade 1987, Roberts 1996), the Romance languages (Benincà
1995,Wolfe 2018) andWelsh (Willis 1998,Meelen 2016)). Why is V2 rare, and
what leads some languages to retain, and even strengthen V2, while others
lose it?

One possibility is that the rarity and fragility of V2 is due to the kind of ev-
idence that is needed for learners to acquire it. In a prominent account, Yang
(2000, 2002) argues that the loss of V2 is tied to changes in the linguistic input
of learners. For example, looking at the case of French, Yang (2000) argues
that to retain a V2 grammar, unambiguous evidence to support V2 (i.e. OVS
and XVSO sentences, must outnumber the evidence against V2 (i.e., SXVO
and XSVO). Crucially, because Middle French was a pro-drop language, non-
subject-initial V2 sentences could not provide unambiguous evidence for V2:
a V2 analysis i.e., [X V pro], or an SVO analysis i.e., [X pro V], are both pos-
sible. Yang (2000) uses counts from Roberts (1993: 148, 155) to argue that in
Middle French, unambiguous V2 sentences decreased to such an extent that a
SVO grammar gained an advantage over a V2 grammar. The cue-based learn-
ing model of Lightfoot (1999, 2006) also takes a learner-centred approach to
the loss of V2. In this model, cues – CP[XP CV…] in the case of V2 (Lightfoot
2006: 86) – need to be sufficiently expressed in the input to ensure successful
learning (Lightfoot 2006: 82). Both of these accounts suggest that sufficient
unambiguous evidence for V2must be present for successful acquisition. But
they also highlight the role of variability in sentence structures as a key aspect
of evidence for V2. For example, it is not just the absence of V3 sentences that

1 To the best of our knowledge, 21 languages have been categorised as V2.
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matters, but the presence of OVS and XVS alongside SVO sentences.
There is independent evidence from various domains suggesting that

greater variability can in some cases benefit learning (see Raviv, Lupyan &
Green (2022) for a recent review). For example, Gómez (2002) and Gómez &
Maye (2005) show that learning of non-adjacent dependencies is successful
only when there is sufficient variation in the elements that occur between two
dependents. For example, learners exposed to sequences of the type ‘aXc’
only learn that ‘a’ elements must be followed by ‘c’ elements when there
are sufficiently many different ‘X’ elements. Here, variability helps learners
to focus on key patterns of interest, and rule out irrelevant information:
variability in the intervening elements helps learners to move from a focus on
transitional probabilities between adjacent elements (e.g. ‘aX’ or ‘Xc’) to the
non-adjacent dependency. The elements in these experiments could in prin-
ciple represent grammatical categories (e.g. pronoun + verb + agreement
marker), constructions (e.g. be + verb + -ing), or grammatical functions
(Gómez 2002: 431). While the current study does not focus on dependencies,
the intuition remains the same: variability helps draw the learner’s attention
to critical constraints – here the position of verb – and provides evidence
for what is unconstrained – the sentence-initial position. In line with Yang
(2000) and Lightfoot (1999, 2006), we specifically pursue the idea that more
variation in the clause-initial constituent provides more robust evidence for
generalised XP-movement and a V2 grammar. In particular, we predict that
V2 grammars are learnt best when variation in the types of grammatical
roles (i.e., subjects, objects and adjuncts) of clause-initial constituents is
highest. The degree to which participants generalise XP-movement will
affect the preservation of V2 in the grammar. A weaker generalisation will
eventually lead to the loss of V2 as constraints on the clause-initial position
are amplified through cultural transmission.2,3 We test this prediction using
an artificial language learning experiment.

2 See also Cournane & Klævik-Pettersen (2023) for another account of the loss (and rise) of
V2 that focuses on the role of learning. Their account highlights the conservative nature of
learners when it comes to the acquisition of syntactic structures. Note that the account of
Cournane & Klævik-Pettersen (2023) and our account are not necessarily in conflict but can
complement each other.

3 It should also be noted that the positive effects of variation in this context do not contradict the
potential negative effects of variation elsewhere in learning. For example, when a fixed rule
must be learned, then variation in the form of exceptions can be problematic for learning. For
example, according to the Tolerance Principle (Yang 2016), rule learning is sensitive to a spe-
cific threshold of exceptions. Specifically, the Tolerance Principle predicts that if the number
of exceptional forms (e.g. irregular past tense forms) remains below a threshold, a rule (e.g.
past tense) will be considered productive by learners. Crucially in the context of V2, the rule
learners need to acquire is that the mapping between first position and grammatical role is not
fixed. Thus in this case, more variability provides more evidence.
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3 ARTIFICIAL LANGUAGE LEARNING EXPERIMENT

To test our hypothesis experimentally, we conducted an artificial language
learning (ALL) experiment. ALL studies allow researchers to create minia-
ture linguistic systems in which variables of interest can easily be manipu-
lated and variables not of interest controlled (for a review see Culbertson &
Schuler 2019). It has been shown that artificial languages are learnt in sim-
ilar ways to natural languages (Ettlinger, Morgan-Short, Faretta-Stutenberg
& Wong 2016), and there is substantial evidence that learners’ preferences
in ALL studies align with linguistic typology (Culbertson 2012, 2017, 2023,
Culbertson & Schuler 2019). Consequently, participants’ behaviour in ex-
periments provides an important source of evidence from which to draw
conclusions about the link between learning and natural language structure.
Previous studies have suggested that it is possible to learn V2 in an artifi-
cial language (Getz 2018, 2019, Rebuschat & Williams 2012, Tagarelli, Ruiz,
Vega & Rebuschat 2016, Ruiz, Tagarelli & Rebuschat 2018). In our study, par-
ticipants learn a novel miniature artificial language involving English lexical
items which conform to a (non-English-like) V2 grammar. The verb always
comes second, but our study design manipulates the distribution of clause-
initial elements participants are exposed to. We included three conditions:
a uniform condition in which subjects, direct objects and adjuncts occurred
equally frequently in clause-initial position and two conditions with skewed
distributions where either adjuncts or objects accounted for the majority of
clause-initial constituents. We predict learners in the uniform condition will
be more likely to acquire a V2 grammar compared to the skewed conditions.
Importantly, we measure learning V2 in terms of the critical feature of V2 lan-
guages: generalisability of clause-initial position (equivalent to XP-fronting).

3.1 Methods

The design, the hypotheses, predictions and analyses were preregistered
prior to data collection. We implemented the experiment using the JavaScript
library jsPsych (de Leeuw, Gilbert & Luchterhandt 2023). All materials are
available online.

3.1.1 Participants

314 participantswere recruited online using Prolific. By using in-built Prolific
filters, the participant pool was restricted to United States nationals, who are
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monolingual speakers of English that were also raised monolingually.4 We
also used Prolific filters to exclude participants whose subject at university
was English literature, English language or languages more broadly. Finally,
only participants with an approval rating of 95% or higher were invited to
participate. Following our pre-registered exclusion criterion, 82 participants
were excluded due to low performance in the first half of the experiment (cf.
§3.1.3) and two participants had to be excluded due to knowledge of a V2
language (as determined by a post-experiment questionnaire). Data analysis
therefore included 74 participants in the uniform condition and 78 partici-
pants in each of the two skewed conditions.

3.1.2 Materials

Stimuli sentences were constructed using a semi-artificial language. The vo-
cabulary of the language consisted of English lexical items, but the word or-
der followed a non-English-likeV2 pattern. All sentenceswere comprised of a
verb, a subject, an object, an adjunct, and an additional adverb. The verb was
always in second position, with either a subject, an object, or an adjunct in ini-
tial position. The adverb served as an additional cue to the non-English-like
structure of the language, cf. (3). It always appeared to the right of the finite
verb (unlike in English), indicating movement of the verb out of the VP/vP
to a higher functional projection (Vikner 1995, Waldmann 2008, Westergaard
2009a). Using English lexical items allowed us to train participants on the
grammar in a short time (given the length and complexity of the sentences),
and allowed us to control for lexical novelty (as described below) in testing
whether participants generalise XP-fronting to novel types of constituents in
each condition. A number of other studies have demonstrated that results ob-
tained with semi-artificial languages can be replicated with a fully-artificial
language (Culbertson&Adger 2014,Martin, Ratitamkul, Abels, Adger &Cul-
bertson 2019, Martin, Holtz, Abels, Adger & Culbertson 2020).

The distribution of elements (subject, object, adjunct) in first position de-
pended on the condition. In the uniform condition, all three were equally
likely to appear in initial position. In the object-dominant condition, objects
were more likely to appear in initial position. In the adjunct-dominant condi-
tion, adjuncts were more likely to appear in initial position. Because we use
an English lexicon, and English is SVO, we did not run a subject-dominant
condition. Participants were randomly assigned to a condition.

4 The experiment received ethical approval from the ethics board of the Linguistics and English
Language department at the University of Edinburgh (180-2021/2). All participants gave in-
formed consent before their participation.
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Condition Subject-initial Object-initial Adjunct-initial
Uniform 30 30 30
Object-dominant 18 54 18
Adjunct-dominant 18 18 54

Table 1 Distribution of subject-initial, object-initial and adjunct-initial
sentences in each of the three conditions.

We created 30 unordered sets of constituents used for training. For each
set, three different sentences – subject-initial, object-initial and adjunct-initial
– were created yielding 90 sentences in total. This process is illustrated in (3)
(bold, italics and underline used here for illustrative purposes only). Each
constituentwas a phrasemadeup of a singleword or twowords. Constituents
in each set were unique, and no constituent was used in more than one set.

(3) {revises, in Boston, a novel, the author}
a. The author revises eventually a novel in Boston.
b. A novel revises the author eventually in Boston.
c. In Boston revises the author eventually a novel.

Subjects were always animate and objects inanimate. Subjects were DPs or
proper nouns, objects were DPs. To further facilitate identification of gram-
matical roles, only verbs denoting irreversible actions were included. Ad-
juncts were temporal or locative adverbs, PPs or few adverbially used DPs.

For the uniform condition, we used all subject-initial, object-initial and
adjunct-initial sentences created from the 30 unordered sets. That is, each
constituent type occurred equally frequent in clause-initial position in the
training. By contrast, for the skewed conditions, the dominant element ac-
counted for 60% of all sentences, whereas non-dominant elements accounted
for 20% each (Table 1). We chose 60% as frequency for the dominant con-
stituent type as this lies within the range of the dominant constituent in V2
languages (cf. §4). As a result of the skew, only a subset of all possible com-
binations could be included and some sentences were repeated. For eight of
our thirty unordered sets, we replaced one of the sentence variants with a
non-dominant constituent in clause-initial position with the variant featur-
ing the dominant constituent (i.e., either adjunct or object) in clause-initial
position. For example, participants in the adjunct-dominant condition could
have seen (3a) once and (3c) twice during training. We repeated sentences
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rather than including new ones in order to control lexical variation across
conditions. Sets were randomly selected for repetition for each participant.
We assigned each sentence of the same set to three different blocks. The dis-
tribution of clause-initial elements in each block adhered to the same overall
pattern (i.e. uniform or skewed). For each condition, three training lists were
created from the three different blocks by Latin Square. The order in each
blockwas randomised for each participant.5 The first training blockwas used
for the reading trials and the second and third block for the production trials
(cf. §3.1.3).

For the testing phase, twodifferent sets ofmaterialswere constructed. The
first type was used for production testing, and consisted of unordered sets of
constituents that were presented to participants as buttons they could choose
to create a sentence (see §3.1.3). Each set could contain the same types of
constituents featured in training (i.e., subject, direct object, adjunct, adverb)
or they could contain one of two novel constituent types. In complex adjuncts
trials, adjuncts comprised of three words (i.e., containing an additional deter-
miner ormodifier as in (4b)) rather the simple adjuncts used in training (as in
(4a)). These trials allow us to test whether participants are sensitive to con-
stituent length when they make generalisations about what can be fronted.
In the indirect object trials, an indirect object replaced the adjunct (4c). These
trials allow us to test whether participants generalise XP-fronting to novel
constituent types.

(4) a. {the driver, delivers, grumpily, the food, this afternoon}
b. {Jayden, sweeps, halfheartedly, the floor, in the bathroom}
c. {Charles, suggests, cheekily, a whiskey, to the friend}

Four sets of each trial type – i.e., seen in training (i.e., with a simple adjunct),
complex adjunct, or indirect object – were constructed, for twelve total sets.
All constituents apart from adverbs were novel in the sense that they were
not words or phrases seen in the training stimuli. Adverbs could be repeated
from the training stimuli.

The second set of testing items was constructed for use in the sentence
judgement phase (see §3.1.3). These items were created by crossing two
factors: VERB POSITION (V2 or V3) and INITIAL CONSTITUENT (simple adjunct,
complex adjunct, direct object, or indirect object). (5a) and (5b) exem-
plify the V2 sentences with initial indirect objects and complex adjuncts,
respectively. Similarly, V3 sentences with initial indirect object and complex
adjunct are illustrated in (6a) and (6b). For each factor combination, four
sentences were created. We applied the same construction criteria on the

5 Examples of a training set for each condition can be found here.

9

https://doi.org/10.17605/OSF.IO/HDR9X


Meisezahl, Kirby & Culbertson

Figure 1 Example trial for reading task during training. Constituents were
revealed one at a time, i.e., Thomas, causes, unfortunately, an acci-
dent and on Friday. Participants were then prompted to identify a
particular constituent by clicking on it.

different constituents as described above. Again, only adverbs were repeated,
all other constituents involved new lexical items.

(5) a. To the congregation shows the priest silently the candle.
b. In late April regrets the politician openly his misconduct.

(6) a. To the doctor the patient describes precisely the pain.
b. At the moment the referee verifies briefly the decision.

3.1.3 Procedure

Participants accessed the experiment through a web browser on their per-
sonal computer or laptop. At the start of the experiment, participants were
informed that they would be learning a recently discovered dialect of En-
glish that differs from other varieties of English in greater flexibility of the
word order. The experiment was divided into a training phase and a testing
phase. Participants were assigned randomly to one of three training lists per
condition. The training phase was comprised of two parts: sentence read-
ing and production. Before the reading trials, participants were told they
would see sentences and be asked to identify either the actor of the action
(i.e., subject), the passively involved entity (i.e., object), the action (i.e., verb)
or the time/location of the action (i.e., adjunct). Then, on each trial, a sen-
tence was revealed, one constituent at a time, with a delay of 500ms between
constituents in order to give participants sufficient time for reading. After the
full sentence was visible, participants were asked to click on one of the con-
stituents, as in Figure 1. Feedback was provided after each trial (shown for
450ms if correct; 850ms if incorrect). Participants’ performance on this task
was used as pre-registered exclusion criteria: only participants who achieved
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Figure 2 Example trial for production task during training. The initial
constituent was always shown on the screen, the remaining con-
stituents were provided as buttons beneath. Participants had to
simply click on words to construct a sentence. The order of the
constituents was randomised for each participant.

a score of 90% or higher were included for further analysis (cf. §3.1.1).6,7
Participants completed 30 trials of this kind.

Participants then moved on to production training (see Hopman & Mac-
Donald 2018 for evidence of the benefit of production during language learn-
ing). On each trial, an initial constituent was provided together with four
blank lines, as in Figure 2. The remaining constituents appeared underneath,
each in a separate box. Participants were instructed to fill in the blanks by
clicking to insert each constituent into the sentence. All words had to be used.
The order of the buttonswas randomised for each trial and participant. Partic-
ipants received feedback after each trial (shown for 1500ms if correct; 3000ms
if incorrect). Any incorrectly placed constituents in the sentence produced
were highlighted in red. Participants completed 60 trials of this type.

6 Note that this task is mainly to check that participants are attending to the training. It does
not require participants to actually learn anything about the language.

7 A reviewer asks whether the high number of exclusions (cf. §3.1.1) is caused by the difficulty
of the attention task, citing the technical terminology (e.g. passively involved entity for objects)
as a potential reason. We do not think that this is the case. First, participants were given a
thorough explanation of this task. Second, conditions were affected differently. In the uniform
and adjunct-dominant condition, we had to exclude 23 and 19 participants, respectively. The
attrition rate for the object-dominant condition was much higher with 40 participants. This
suggests that the issue lieswith the difficulty participants have in learning the object-dominant
pattern, discussed further below.
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Figure 3 Example trial for judgement task during testing. Participants had
to decide whether the sentence could be uttered by a speaker of
the language.

Part Task type n trials Feedback

Training Reading 30 yes
Production 60 yes

Testing Production 12 no
Judgement 32 no

Table 2 Summary of experimental design.

The testing phase was comprised of two parts: sentence production and
judgement. Sentence production in testing was identical to production in
training, except no initial constituent was provided, and no feedback was
given. Participants completed 12 trials of this kind. In the judgement task,
participants were asked to judge whether a speaker of the dialect would say a
given sentence. On each of the 32 trials, a sentence appeared, and participants
chose ‘yes’ or ‘no’ as in Figure 3. Again no feedback was given. The exper-
iment finished with a questionnaire inquiring participants’ language back-
ground and strategies employed during the experiment. Table 2 provides a
summary of the outlined design.

3.2 Predictions

Recall that we operationalised learning of a V2 language as generalising, or
extrapolating XP-fronting to novel constituent types: namely indirect objects
and complex adjuncts. Our hypothesis was that greater variability in types of
clause-initial constituents should aid learning of V2. Accordingly, we made
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two specific predictions, both measuring the degree to which participants
generalise XP-fronting. First, we predicted that participants in the uniform
condition would be more likely to produce or accept V2 sentences with initial
novel constituent types than participants in the skewed conditions. Second,
we predicted that the difference in acceptability between ungrammatical V3
sentences and grammatical V2 sentences with novel constituent types would
be greater in the uniform condition compared to the skewed conditions. Re-
call that neither of these sentence types will have been seen by participants,
thus in principle they could both be treated as ungrammatical in the lan-
guage. However, if participants learn XP-fronting as a generalisable feature,
then they should judge fronted novel constituent types as grammatical but
V3 sentences as ungrammatical. We predicted learners in the uniform condi-
tion should be more likely to do this than learners in the skewed conditions.
We made no predictions regarding any differences between the two skewed
conditions.

3.3 Results

Our analyses were conducted in R (R Core Team 2020) using the packages
lme4 for the statistical analysis (Bates, Mächler, Bolker & Walker 2015)
and ggplot2 for plotting (Wickham 2016). The results of the hypothesis-
confirming and exploratory analyses are summarised in Table 3.

3.3.1 Hypothesis-confirming analysis

Figure 4 shows the proportion of different constituent types in V2 sentences
produced by learners in each condition. Recall that indirect objects and
complex adjuncts are novel constituent types, and all remaining constituents
are familiar (i.e. seen in initial position during training). Regardless of
the type, all constituents use novel lexical items. We first assess whether
learners in the uniform condition produced more V2 sentences with the
novel constituent types in clause-initial position. We fitted a mixed-effects
logistic regression model to all V2 sentences that include a novel constituent
type in the sentence production test. The dependent variable was production
of a clause-initial novel constituent (=1) or an familiar constituent type
(=0). The model included CONDITION (object-dominant, adjunct-dominant
or uniform) as a fixed effect, and by-participant and by-item random inter-
cepts. CONDITION was treatment coded with object-dominant as baseline.
The model revealed that participants in the adjunct-dominant condition
used more novel constituents clause-initially than the participants in the
object-dominant condition (𝛽 = 3.46, SE = .45, p = 2.16×10−14). Learners in
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Figure 4 Proportion of novel and familiar constituent types in V2 sentences
by condition in the sentence production test. The latter are the
complement of the former, hence the values of each condition
add up to 1. Error bars represent bootstrapped 95% confidence
intervals around by-participant means; the dotted line indicates
chance level. Participants in the adjunct-dominant condition pro-
duce significantly more V2 sentences with novel constituents in
initial position than the other two conditions. Participants in the
uniform condition in turn produce significantly more novel con-
stituent types in the clause-initial position.

the uniform condition also produced significantly more novel constituents
clause-initially than learners in the object-dominant condition (𝛽 = .91, SE
= .45, p = .04). To directly compare the adjunct-dominant and uniform
condition, we fitted a model with identical effect structure to the same data
with the adjunct-dominant condition as baseline. This model revealed that
participants in the adjunct-dominant condition used more novel constituents
clause-initially than the participants in the uniform condition (𝛽 = −2.55,
SE = .43, p = 2.75×10−9). These findings do not straightforwardly match
our predictions. First, the skewed conditions unexpectedly differ from one
another. Second, while learners in the uniform condition indeed fronted
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Figure 5 Acceptance rates of V2 sentences in the sentence judgement test
across three sentence types: V2-familiar, i.e. with clause-initial
constituent types seen during training, V2-novel, i.e., with novel
clause-initial constituent types, V3, i.e., ungrammatical sentences.
Error bars indicate bootstrapped 95% confidence intervals of the
mean. V2-novel sentences were accepted at a higher rate in the
adjunct-dominant condition compared to other two conditions.
V2-novel sentences were also accepted at a higher rate in the uni-
form condition compared to the object-dominant condition.

more novel constituents than those in the object-dominant condition, they
fronted fewer novel constituents than learners in the adjunct-dominant
condition.

Turning to the judgement data, we created a new factor SENTENCE TYPE by
grouping V2 sentenceswith initial simple adjuncts and direct objects together
as V2-familiar.8 V2 sentences with an initial complex adjunct or an indirect
object were grouped together as V2-novel. All remaining combinations were
grouped together as V3. The ratings for all three sentence types are shown in
Figure 5. We then tested whether learners in the uniform condition were (i)

8 We did not include subject-initial V2-familiar sentences as those would be too similar to par-
ticipants’ L1.
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more likely to accept V2-novel sentences compared to the skewed conditions
and (ii) less likely to accept V3 sentences compared to learners in the skewed
conditions. We fitted a mixed-effect logistic regression model to the V2-novel
and V3 data. The model included CONDITION and SENTENCE TYPE as fixed ef-
fects as well as an interaction term for both. The model also included by-
participant and by-item random intercepts and by-participant random slopes
for SENTENCE TYPE. Both fixed effects were treatment coded with the object-
dominant condition and V2-novel as reference level. To assess the first pre-
diction, we investigated the simple effect of condition. The model indicated
that participants in the uniform conditionweremore likely to accept V2-novel
sentences than those in the object-dominant condition, as predicted (𝛽 = .99,
SE = .31, p = .001). In fact, the latter group were not significantly more likely
than chance to accept such sentences (𝛽 = −0.096, SE = .25, p = .70). The
model further showed that V2-novel sentences were significantly more likely
to be accepted by learners in the adjunct-dominant condition compared to the
object-dominant condition (𝛽 = 2.44, SE = .32, p = 3.16×10−14). To compare
the adjunct-dominant and uniform conditions, a further model was fitted to
the data with identical effect structure but the adjunct-dominant condition
as baseline. This model revealed that learners in the uniform condition were
significantly less likely to accept V2-novel sentences compared to participants
in the adjunct-dominant condition, contrary to our prediction (𝛽 = −1.45, SE
= .32, p = 7.01×10−6).

To assess the second prediction, i.e., the discrimination of grammatical
V2-novel sentences and ungrammatical V3 sentences, we looked at the inter-
action between CONDITION and SENTENCE TYPE. As Figure 5 suggests, V3 clauses
were generally less likely to be accepted than V2-novel sentences by learn-
ers in the object-dominant condition (𝛽 = −1.58, SE = .36, p = 1.04×10−5).
We did not find a significant interaction between V3 and the uniform con-
dition (𝛽 = −0.82, SE = .46, p = .07) suggesting that the discrimination was
not greater in the uniform condition, contrary to our prediction. At the same
time, participants in the adjunct-dominant conditionwere better than those in
the object-dominant condition at discriminating V2-novel and V3, indicated
by a significant interaction of V3 and the adjunct-dominant condition (𝛽 =
−2.79, SE = .48, p = 4.63×10−9). When learners in the uniform condition
were directly compared to those in the adjunct-dominant condition, we again
found greater discrimination of V2-novel and V3 for learners in the adjunct-
dominant condition (𝛽 = 1.95, SE = .47, p = 2.87×10−5). Taken together, our
second prediction was therefore not borne out: we only found a learning ad-
vantage for participants in the adjunct-dominant condition.
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Figure 6 Proportion of fronted complex adjuncts and indirect objects in V2
sentences by condition in the sentence production test. Error bars
indicate bootstrapped 95% confidence intervals, while the dotted
line represents the chance level. Learners in the adjunct-dominant
condition use both constituents types with significantly higher
proportion in initial position than learners in the other two con-
ditions.

3.3.2 Exploratory analysis

Recall that we used indirect objects and complex adjuncts to measure partici-
pants’ generalisation of V2 in both testing tasks. Arguably, these two types of
novel constituents are different from one another. Complex adjuncts are the
same type of constituent as simple adjuncts, but longer than any of the con-
stituents encountered during training. Indirect objects are a completely novel
type of constituent, which participants have not encountered in the language
at all. It might be that learners in the adjunct-dominant condition exhibited
a clear advantage over learners in the other two conditions on the grounds
of their familiarity with clause-initial adjuncts in general. If this were the
case, we should find a difference between complex adjuncts and indirect ob-
jects. As Figure 6 shows, participants in the adjunct-dominant condition pro-
duced both complex adjuncts and indirect objects more frequently in initial
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Figure 7 Acceptance rate of V2 and V3 sentences with different clause-
initial elements by condition in the sentence judgement task. Er-
ror bars indicate bootstrapped 95% confidence intervals. Partic-
ipants in the adjunct-dominant condition are more likely to pro-
duce both simple and complex adjuncts in clause-initial position
compared to the other two conditions.

position than participants in the other conditions. This is confirmed in two
mixed-effects logistic regression models fitted to V2 sentences that include
a complex adjuncts and indirect objects, respectively. The dependent vari-
able was initial constituent type (either complex adjunct or indirect object=1,
other constituents=0). The model included CONDITION as fixed effect and by-
participant and by-item random intercepts. CONDITION was treatment coded
with the adjunct-dominant condition as baseline. Participants in the adjunct-
dominant condition placed significantly more complex adjuncts and indi-
rect objects in clause-initial position compared to participants in the object-
dominant condition (complex adjuncts: 𝛽 = −5.96, SE = .95, p = 2.84×10−10;
indirect objects: 𝛽 = −3.57, SE = .82, p = 1.41×10−5) and the uniform condi-
tion (complex adjuncts: 𝛽 = −4.43, SE = .92, p = 1.72×10−6; indirect objects:
𝛽 = −3.18, SE = .85, p = 1.75×10−4).
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Figure 7 depicts the acceptance rate of V2 and V3 sentences with differ-
ent initial constituents. Similar to the production data, V2 sentences with
initial complex adjuncts and indirect objects were both more likely to be ac-
cepted in the adjunct-dominant condition compared to the other two. This
was confirmed with two mixed-effect logistic regression models fitted to par-
ticipants’ judgements of sentences with clause-initial complex adjuncts and
indirect objects, respectively. The model included CONDITION as fixed effect
and by-participant and by-item random intercepts. CONDITION was treatment
coded with adjunct-dominant as baseline (complex adjuncts: uniform: 𝛽 =
−0.55, SE = .21, p = .01; object-dominant: 𝛽 = −1.17, SE = .22, p = 6.52×10−8;
indirect objects: uniform: 𝛽 = −0.31, SE = .22, p = .02; object-dominant: 𝛽
= −1.02, SE = .22, p = 3.15×10−6). To summarise, neither the production
nor judgement data support the idea that the learning advantage observed
for participants in the adjunct-dominant condition can be attributed to the
similarity between simple and complex adjuncts.

Our hypothesis was specifically about the generalisability of XP-fronting,
the placement of verbs within sentences is obviously one of the defining
features of V2 too. We thus conducted an exploratory analysis of the
verb placement in sentence production. We fitted a mixed-effect logistic
regression model to participants’ production data. The dependent variable
was the position of the verb (second position=1, not in second position=0).
The model included CONDITION and ADDITIONAL CONSTITUENT (i.e., simple
adjunct, complex adjunct and indirect object), as fixed effects as well as
their interaction. The latter was included to be sure that verb order was not
conditioned on which other constituent was present apart from subject, verb
and direct objects. The model also included by-participant random slopes
for ADDITIONAL CONSTITUENT. Both fixed effects were treatment coded with
object-dominant and simple adjunct as baseline. The model revealed no
differences in the likelihood of producing the verb in second position across
conditions or additional constituents (𝛽𝑚𝑖𝑛 = −0.62, 𝛽𝑚𝑎𝑥 = 0.14, pmin = .12,
pmax = .91).

We conducted a further exploratory analysis, to investigate the accep-
tance rate of V2-familiar sentences in the sentence judgement test. We did
this to check whether the learning advantage for the adjunct-dominant
condition is also visible for sentence types that are familiar to participants.
Figure 5 indicates a generally high acceptance rate for V2-familiar sentences
across all three conditions, although the adjunct-dominant condition does
show the highest ratings. We fitted a mixed-effect logistic regression model
to all V2-familiar sentences with CONDITION as fixed effect and by-participant
and by-item random intercepts. CONDITION was again treatment coded with
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the object-dominant condition as the baseline. The model did not indicate
a significant difference between the object-dominant condition and the
uniform condition (𝛽 = .376, SE = .23, p = .11) and the adjunct-dominant
condition (𝛽 = .31, SE = .23, p = .19). This finding suggests that partic-
ipants in all three conditions learnt the language during training equally
well. However, it is worth noting that acceptance ratings do differ to some
degree depending on the type of initial constituent, as shown in Figure 7.
Surprisingly, learners in the object-dominant condition are most likely to
accept sentences with clause-initial simple adjuncts, while learners in the
adjunct-dominant condition are most likely to accept sentences with clause-
initial direct objects. To test this statistically, we fitted a mixed-effects logistic
regression model to all V2 sentences with direct objects and simple adjuncts
in clause-initial position. As we were interested in the difference between the
skewed conditions, the uniform condition were not included in this analysis.
The model included fixed effects for CONDITION and INITIAL CONSTITUENT
as well as their interaction and by-participant random slopes for INITIAL
CONSTITUENT. Both fixed effects were sum-coded with the object-dominant
condition and direct objects as reference levels. The model revealed a main
effect for INITIAL CONSTITUENT (𝛽 = .36, SE = .16, p= .02) but not for CONDITION
(𝛽 = .12, SE = .15, p = .43). This suggests the skewed conditions do not
differ with respect to their grand means, and that adjuncts were overall rated
a bit higher than direct objects. The model further showed a significant
interaction between INITIAL CONSTITUENT and CONDITION (𝛽 = −1.12, SE = .14,
p = 9.84×10−16). This confirms our observation that the acceptance rates for
these two constituent types differ across conditions. It is unclear why we see
this unexpected pattern of results, and it is contradicted by the production
data, where, for example, participants in the object-dominant condition were
highly likely to front direct objects (see Figure 9).

3.4 Discussion

This experiment investigated whether the distribution of initial constituents
in the input impacts learning of V2. Following Yang (2000), we identified
non-subject-initial V2 sentences as a crucial type of evidence for V2. Our hy-
pothesis, inspired by evidence for the benefit of variability in other domains
(cf. Raviv et al. 2022), was that high variability in initial grammatical func-
tions would aid learners in identifying a key feature of V2, the generalisabil-
ity of XP-fronting. To test this, we compared three distributions of clause-
initial elements: a uniform distribution, an object-dominant skewed distribu-
tion, and an adjunct-dominant skewed distribution. We taught participants a
semi-artificial language, with English vocabulary but V2word order. We then
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Comparison Finding

H
yp

ot
he
sis

-c
on

f.
an

aly
sis Produced novel const. types in

initial position in V2 sentences

A-dom > O-dom
Uni > O-dom
A-dom > Uni

Acceptance rate V2-novel
Uni > O-dom
A-dom > O-dom
A-dom > Uni

Discrimination V2-novel & V3
in judgements

Uni = O-dom
A-dom > O-dom
A-dom > Uni

Ex
pl
or
at
or
y
an

aly
sis

Produced complex adjuncts in
initial position in V2 sentences

A-dom > O-dom
A-dom > Uni

Produced indirect objects in
initial position in V2 sentences

A-dom > O-dom
A-dom > Uni

Acceptance rate V2 sentences
with initial complex adjuncts

A-dom > O-dom
A-dom > Uni

Acceptance rate V2 sentences
with initial indirect objects

A-dom > O-dom
A-dom > Uni

Produced V2 sentences no differences
Acceptance rate V2-familiar
sentences

O-dom = A-dom
O-dom = Uni

Table 3 Summary of the main findings of the hypothesis-confirming and
exploratory analyses for the production and judgement data com-
paring the uniform (uni), adjunct-dominant (A-dom) and object-
dominant (O-dom) conditions. ‘>’ indicates a statistically signif-
icant contrast, ‘=’ a non-significant contrast.

asked them to produce and judge sentences with novel constituents in the
clause-initial position. These could be either complex adjuncts – longer than
any initial constituents seen during training – or indirect objects – a grammat-
ical role not seen in initial position during training. We analysed participants’
extrapolation of the clause-initial position to these novel constituent types.

First, it isworth noting that participants in all three conditionswere able to
learn the requirement that the verb be in secondposition. This suggests that at
least this aspect of V2 is readily learnable in an artificial language. However,
the results regarding the generalisability of XP-fronting were mixed. Partici-
pants in the uniform condition fronted more novel constituent types in pro-
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duction andweremore likely to accept sentenceswith novel constituent types
in clause-initial position compared to participants in the object-dominant con-
dition. However, the apparent advantage of the uniform condition over the
object-dominant condition did not extend to the adjunct-dominant condition.
Instead, participants in the adjunct-dominant condition were more likely to
produce and accept sentenceswith novel clause-initial constituents compared
to both other conditions. Participants in the adjunct-dominant conditionwere
also better at discriminating between grammatical and ungrammatical (V3)
sentences. Our exploratory analysis suggested that the learning advantage
for the adjunct-dominant condition is not attributable to the similarity be-
tween simple and complex adjuncts: participants in the adjunct-dominant
condition were also more likely to produce and accept fronted indirect ob-
jects. Further exploratory analyses also indicated no overall differences be-
tween the three conditions for ratings of V2 sentences with initial familiar
constituent types and the frequency of V2 productions. This suggests that a
skewed distribution with adjuncts as the dominant element mainly affected
generalisation to novel structures.

To summarise, the uniform language gave learners an advantage over the
object-dominant condition, but contrary to our prediction, the opposite was
the case for the adjunct-dominant condition. Why would there be such a
substantial difference between the two skewed conditions? One possibility
is that this difference is due to the influence of English on participants’ per-
ceptions of sentences in the novel language. This is particularly relevant here
as we used English vocabulary. For example, it may be that for English speak-
ers, object-initial sentences are particularly unexpected. Recall that all objects
in the language were inanimate NPs. If participants generally assume that
whichever NP is first will be the subject, then object-initial sentences will re-
sult in a garden-path effect, or at least a semantic clash, since the inanimate
NPs cannot be coerced into subjects. By contrast, the violation induced by
adjunct-initial sentences may not be perceived as equally serious; it is a syn-
tactic violation, since the subject is not in the expected position, but it is less
likely to induce a garden-path. Further, in English, although displacement of
both arguments (7a) and adjuncts (7b) to the clause-initial position is pos-
sible, displaced adjuncts are preferred over displaced arguments (Doherty
2005).9

(7) a. A block of Emmentaler the mouse found in the pantry.
b. In the morning, the mouse devours Appenzeller cheese.

9 Overall, structures like these are aminority. According to Yang (2000: 242), non-subject-initial
sentences account for less than 10% of all cases in the Penn Treebank.
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Thus, compared to the adjunct-dominant condition, the object-dominant con-
dition may be more different from participants’ native language. This might
lead participants in the object-dominant condition to learn the V2 grammar
less well, particularly relative to the adjunct-dominant condition, but also to
the uniform condition (which still has fewer object-initial sentences). How-
ever, it is worth noting that our results suggest that familiar V2 sentenceswere
actually learnt equally well across conditions. It is not entirely clear why a dif-
ference in similarity to English would specifically affect generalisation.

It is perhapsworth noting here that English has been described as residual
V2 language (e.g Rizzi 1996, Holmberg 2015, Sailor 2020). That is, certain
structures still require V2 orders in present-day English such as wh-questions
(8a) and locative inversions (8b). One might thus expect that these vestiges
of a former fully-fledged V2 grammar could constitute another way in which
participants’ native language affect their performance in the experiment.

(8) a. What kind of cheese does the cheese monger recommend?
b. Here is your loaf of cheese.

However, there are good reasons to believe that V2 residues in the English
grammar played little to no role in the experiment. Work in L1 acquisition
has demonstrated the conservativemannerwithwhich learners approach the
learning task (Westergaard 2009a). For instance, the Norwegian dialect of
Tromsø does not require a strict V2 order in wh-questions in that V2 is con-
tingent on the length of the wh-word and information-structural aspects (e.g.
Westergaard & Vangsnes 2005). Crucially, Westergaard (2009a) showed that
learners exhibit target-like structures from early on while no erroneous gen-
eralisations to other contexts (such as declaratives) are being made. Simi-
larly for L2/L3/Ln acquisition, Westergaard (2021) argues for a property-by-
property transfer from previously learnt language(s) during the acquisition
of a new language. Under such a model, any influence from the structure of
English wh-questions on declaratives (as used in the present experiment) is
not predicted. Accordingly, locative inversion in English often occurs with
unaccusative verbs (e.g, come, sit) and be, that is a well-defined class of verbs
(Westergaard 2009b: 68). Generalising this pattern is thus also not expected.
Moreover, structures like (8b) are relatively rare (Anderssen & Bentzen 2018:
15) such that any influence would presumably be minimal. Besides, the same
question we noted in the previous paragraph arises: why would the residual
V2 grammar affect generalisation in particular?

A second possibility is that there is a genuine learning advantage of hav-
ing a high proportion of adjunct-initial sentences. In our stimuli, subjects and
objects were always DPs, and were not distinguished based on any formal
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criteria (i.e., case marking). If learners were sensitive to variability in initial
constituents defined in terms of grammatical category ([XP-V]) instead of
grammatical function ([S|O|A-V]), as we assumed, a high proportion of ad-
juncts would mean more variability in the input. While Yang (2000, 2002)
assumes the latter, the view that grammatical categories are the relevant cue
to V2 is indeed taken by Lightfoot (1999, 2006). When the conditions are re-
considered from this perspective, learners in the uniform condition saw 33.3%
non-DPs and 66.6% DPs clause-initially, learners in the object-dominant con-
dition saw 20% non-DPs and 80% DPs, but learners in the adjunct-dominant
condition saw 60% of the initial constituents were non-DPs and 40%DPs. The
object-dominant condition thus exhibits the greatest skew and hence the least
evidence for generalised XP-fronting, while the adjunct-dominant condition
which exhibits the most uniform distribution and thus the most evidence for
generalised XP-fronting. This aligns perfectly with our results: generalisation
was best in the adjunct-dominant condition followed by the uniform condi-
tion, followed by the object-dominant condition. Learning in the adjunct-
dominant condition may have been further facilitated by our use of both PPs
and AdvPs as adjuncts; this would increase the variability of grammatical
categories even more.

It is also possible that both of these explanations for our results are at
play: the adjunct-initial condition might facilitate learning the most due to
its high level of variability in the grammatical category of initial constituents,
while the object-dominant condition might lead to particular poorly learning
because it has both low category variability and is least similar to English. Fu-
ture experimental work could tease these apart.10 Below, we further examine
the distribution of clause-initial elements in natural V2 languages. If adjuncts

10 We thank an anonymous reviewer for pointing out a third possible explanation for the ad-
vantage of the adjunct-dominant condition over the object-dominant condition: learners may
tend to search for the base word order of a new language using the position of verbal argu-
ments. This is conceivable given the early sensitivity of children to the argument structure
of verbs (Naigles 1990, Perkins & Lidz 2021). If such a bias was in place, participants in the
object-dominant condition would face a significantly more difficult task in that they need to
overcome the native English SVO order in favour of an OVS word order. This is potentially
supported by the fact that the majority of all productions exhibit an OV order and hardly any
SV orders (cf. Figure 9). At the same time, there are two issues with this analysis. On the
one hand, the results illustrated in Figure 7 are not compatible with this explanation. If learn-
ers posit an underlying OVS order, sentences with clause-initial direct objects should exhibit
the highest acceptance rate, not sentences with clause-initial adjuncts. On the other hand,
it remains unclear what base word order learners in the adjunct-dominant condition would
assume as both subjects and objects occur with the same frequency in the clause-initial posi-
tion. That is the input contains inconclusive evidence as to the base order. One would need to
stipulate that learners transfer the SVO order of their native language in order to explain the
observed learning advantage of the adjunct-dominant condition.
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are indeed beneficial for the acquisition of V2, one may expect to find them
over-represented in initial position.

4 THE DISTRIBUTION OF CLAUSE-INITIAL CONSTITUENTS IN GERMANIC

In the previous section, we tested whether greater variability in the distri-
bution of grammatical roles in clause-initial position in the input would
lead to better learning of V2. Contrary to our predictions, participants in
the adjunct-dominant condition exhibited the best learning outcomes. As
discussed above, one possible explanation is that learners benefit from a high
frequency of clause-initial adjuncts in the input for the acquisition of V2.
Under such an analysis, although there will be many factors that determine
the distribution of different elements in initial position, one may expect to
find adjuncts over-represented clause-initially in V2 languages precisely
because they support learning of V2. The present section will summarise
findings in the literature suggesting that adjuncts indeed occur frequently
in initial position (§4.1). We will corroborate these earlier findings with the
results of a large-scale corpus study of German (§4.2).

4.1 Previous evidence

A number of previous studies have explored the distribution of clause-initial
constituents in contemporary Germanic languages.11 In this section, we will
discuss some of these studies, summarised in Table 4. An early study on
German by Winter (1961), examined 63,000 sentences from diverse sources
(theatre, fiction, non-fictional prose, scientific texts) and reported a heavily
skewed distribution for written German: subjects dominate the clause-initial
position (66.7%) followed by adverbs and PPs (28.1%). Clause-initial direct
objects, on the other hand, are very infrequent, occurring in only 2.9% of all
clauses. Crucially, such a skewed distribution appears not to be confined to
formal registers: Bohnacker & Rosén (2008) observe a similar distribution
in elicited informal texts. Similarly, Engel (1974: 212) provides evidence for
a skewed distribution in spoken language, with subjects occurring most in
clause-initial position (51.31%), again followed by adjuncts (35.35%) and ob-
jects (9.25%).

A skewed distribution of initial constituents is not unique to German and
has been noted for other Germanic languages as well. Bohnacker & Rosén
(2008) and Bohnacker & Lindgren (2014) show for spoken and written

11 Note that there is not a consistent definition of adjuncts in the studies reported here and in
§4.3 and results have been reported with different levels of detail.
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Author Lang Modality n S DO A Other
Win(61) Ger written 63,000 66.7 2.9 28.1 2.3
Eng(74) Ger spoken 5,000 54.31 9.25 35.35 4.09
B&R(08) Ger written 1,173 50 7 42 1
B&R(08) Sw written 545 71.2 4.4 22.6 1.8
B&L(14) Sw written 680 67.0 1.3 32.4 0.3
B&L(14) Sw spoken 755 64.4 1.6 33.8 0.3
B&L(14) Dt written 646 53.0 2.3 44.7 9.0
B&L(14) Dt spoken 711 60.9 1.0 38.1 0.0
Yan(00) Dt spoken n/a 66.8 1.2 23 7
Pug(19) Dn spoken 500 62.0 9.4 24.4 4.2

Table 4 Proportion of clause-initial subjects (S), direct objects (DO), ad-
juncts (A) and other elements in German (Ger), Swedish (Sw),
Danish (Da) and Dutch (Dt). Authors are abbreviated as follows:
Win(61) = Winter (1961), Eng(74) = Engel (1974), B&R(08) =
Bohnacker & Rosén (2008), B&L(14) = Bohnacker & Lindgren
(2014), Yan(00) = Yang (2000), Pug(19) = Puggaard (2019). De-
spite differences between but also within languages, all of the
listed studies found a skewed distribution of clause-initial ele-
ments in different V2 languages. Adjuncts are the second-most
frequent element in initial position after subjects. However, note
the small sample size of many of these studies.

Swedish that, as in German, subjects are the most frequent clause-initial
element while direct objects are the least frequent type. Similar patterns
have also been observed for spoken Danish (Puggaard 2019)12 and for
spoken and written Dutch (Bohnacker & Lindgren 2014). Finally, Yang
(2000: 242) found a similar skew even in child-directed speech in Dutch.
Despite these similarities, the actual frequencies of different constituent
types varies between (but also within) languages. Two observations from
Table 4 are worth pointing out here: first, adjuncts occur relatively frequently
in clause-initial position even though preposed adverbs and PPs occur more
frequently in Dutch and German than in other Germanic languages. Second,
other frontable constituents such as indirect objects are exceedingly rare in
first position (Winter 1961: 201, Puggaard 2019: 298).

12 The authors thank Rasmus Puggaard for bringing this paper to our attention.
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Corpus n sentences
wiki 45.5 M

europarl 2.2 M
speeches 619,152

Table 5 Number of sentences in the three examined subcorpora of TüBa-
D/DP, i.e. Wikipedia (wiki), proceedings of the European Parlia-
ment (europarl) and speeches of German officials (speeches) (de
Kok & Pütz 2019: 1).

Although frequent clause-initial adjuncts appear to be a cross-Germanic
feature, a cautious interpretation of the previous studies is still warranted. All
studies (with the notable exception of Winter (1961)) relied on a relatively
small sample. Here, we conducted a large-scale corpus study on the distri-
bution of clause-initial elements in present-day German aimed at replicating
the general findings reported in previous smaller studies.

4.2 Evidence from a large-scale corpus study on German

To test the validity of previous findings, we conducted a corpus study using a
significantly larger sample.13 We chose the dependency treebank TüBa-D/DP
(de Kok & Pütz 2019) as all sentences are annotated for their position in the
topological field (cf. Drach 1937,Wöllstein 2010). This annotation enables au-
tomatic identification of V2 and non-V2 clauses as well as clause-initial con-
stituents. TüBa-D/DP consists of four different subcorpora: Wikipedia arti-
cles (wiki), proceedings of the European Parliament (europarl), speeches of
German officials (speeches) and newspaper articles from taz. The first three
are publicly available and were used as the basis for the present study. While
the three corpora differ in size, as illustrated in Table 5, even the smallest of
the three (speeches) is still significantly larger than any of the corpora in §4.1.

We built a custom Python script to count where and with what frequency
each syntactic function (as annotated in the corpora) occurs relative to the
finite verb. Only sentences ending in a full stop or colon were taken into con-
sideration as the word order in interrogative as well as imperative and ex-
clamative sentences may differ. Furthermore, sentences with fewer than two
words were excluded. Crucially, each clause in a sentence was considered

13 The experimental code as well as the analysis is available online.
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Figure 8 Proportion of different constituents in clause-initial position in V2
clauses in the Proceedings of the European Parliament (europarl),
speeches of German officials (speeches) and Wikipedia (wiki).
All three corpora show a skewed distribution similar to the ones
previously observed in the literature (cf. §4.1). Note the parallels
between the two spoken corpora europarl and speeches in terms
of the frequencies of subjects, adjuncts and direct objects.

separately given that multiple V2 clauses are grammatical.
Due to the different sizes of the three corpora, distributions were plotted

separately for each corpus in Figure 8.14 However, all three corpora illustrate
a similar pattern: non-clausal subjects are the dominating clause-initial ele-
ment followed by adjuncts, while direct objects occur only very infrequently
in initial position. Adverbial clauses (which were considered distinct from
adjuncts due to their clausal status) are more frequently attested in initial po-
sition in europarl and wiki corpus than direct objects.15 All other types of

14 Attentive readers may have noticed that the proportions do not add up to 1 but rather to a
value between approximately 0.96 and 0.98. A likely explanation for this divergence lies in
errors in the part-of-speech tagging.

15 Note that this is a somewhat artificial distinction as adverbial clauses are formally adjunct CPs.
However, we wanted to underscore the fact that they are comparable in frequency with direct
objects.
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Language Subj Obj Adj
Old French 46.32 12.84 40.84
Old Occitan 23.78 25.00 51.22
Old Sicilian 47.63 12.62 39.75
Old Venetian 74.34 9.26 16.40
Old Sardinian 62.26 18.24 19.50
Old Spanish 35.32 6.42 58.26

Table 6 Distribution of different clause-initial constituents in V2 sentences
in several Old Romance languages (Wolfe 2018: 25). Note that
Wolfe (2018) makes a more fine-grained distinction for adjuncts
that are subsumed under the label adjunct here. All of the listed
languages show a substantial amount of adjunct-initial sentences.
In Old Venetian and Old Sardinian the proportion of initial ad-
juncts is lower but still larger than the proportion of initial objects.

constituents that the grammar permits in initial position are very rare. This is
particularly striking in the case of indirect objects, which are perfectly gram-
matical in initial position, and yet almost never occur there in these corpora.

To summarise, our corpus study confirms earlier findings of a skewed dis-
tribution of clause-initial constituents in V2 sentences.16 To summarise, there
is robust evidence that adjuncts appear very frequently in initial position in
the Germanic languages.

4.3 Comparison with Old Romance

The way in which different constituent types are distributed in the clause-
initial position has also been systematically studied for theMedieval Romance
languages (e.g. Labelle & Hirschbühler 2018: 281, Wolfe 2018: 25). Here,
there is also evidence that adjuncts were strikingly frequent. Consider the
proportion of different types of constituents in clause-initial position accord-
ing to Wolfe (2018: 25) summarised in Table 6. The frequency of adjuncts in

16 We also examined whether the skew persists when frequencies of clause-initial elements pro-
portional to their base rates are considered. Intuitively, one could imagine that the base rate
of subjects occurring in a sentence is greater than the base rate of adjuncts, and thus the for-
mer have a greater probability of appearing in initial position simply due to this. However,
Monte Carlo simulations revealed that constituents are still skewed, with subjects and adver-
bial clauses more likely to be fronted given their base rate. In the europarl and wiki corpus,
adjuncts also appear more frequently in clause-initial position than expected.
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these languages was comparable, if not higher, to the ones found for mod-
ern Germanic languages (cf. Table 4). Importantly, in later stages, at least
for French, when V2 is being lost, a different picture emerges. Steiner (2014:
129), for instance, notes an increase of SV structures from the 13th (47.11%) to
the 16th century (62.88%) in V2 sentences.17 Simultaneously, the frequency
of null subjects remained mostly constant (approx. 30%) in the same con-
texts. These data support the possibility that the decline of V2 grammar is
connected to the decline in adjunct-initial sentences.

In English, which has also lost V2, non-subject-initial constructions like
(9) are possible.

(9) Here is the platter with gruyère cheese.

However as noted above, there is evidence that these are extremely low fre-
quency (Anderssen & Bentzen 2018: 15).18 More generally, in English, it is
very uncommon for any element other than the subject to be in initial position
(less than 10% of sentences according to Yang 2000: 242).19 This is in linewith
the idea that there is something special about having adjuncts frequently in
initial position for the maintenance of V2.

5 GENERAL DISCUSSION

V2 is a striking feature of almost all Germanic languages, and yet it is cross-
linguistically rare, and its loss has been well-documented, including in En-
glish,Welsh and almost all Romance language. The loss of V2 has been tied to
a lack of sufficient evidence in learners’ input, crucially a lack of non-subject-
initial V2 sentences (Lightfoot 1999, 2006, Yang 2000, 2002,Willis 1998,Meelen
2016). Combined with domain-general evidence for the benefit of variability
on learning (cf. Raviv et al. 2022), we hypothesised that a V2 language will
be learnt best if the clause-initial position is occupied by a maximally diverse

17 Adjunct-initial and object-initial sentences are not separately considered by Steiner (2014).
However, assuming a lower proportion of object-initial sentences is justified given the preva-
lence of this pattern across V2 language.

18 Roeper (1999: 175) however reports incidental evidence that children generalise this pattern
to some extent for a very brief period:

(i) what calls that
‘What is it called’
(Roeper 1999: 175)

19 See also Westergaard, Lohndal & Lundquist (2023) for evidence of the relationship between
the production of non-subject-initial declaratives and V2 errors in heritage speakers of Nor-
wegian living in the USA.
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set of grammatical functions, i.e. subjects, direct objects and adjuncts. We
conducted an ALL experiment to test this hypothesis. We compared three
conditions, a uniform condition in which subjects, direct objects and adjuncts
occurred with identical frequency in the clause-initial position. Addition-
ally, we ran two skewed conditions – one skewed towards direct objects and
one towards adjuncts. Contrary to our prediction, learning was best in the
adjunct-dominant condition followed by the uniform condition. Two possi-
ble explanations were identified. First, it could be that object-initial sentences
are particular odd for our native English-speaking participants, and the con-
dition which has the least such sentences – the adjunct-dominant condition
– is the best learnt. Second, there could be a genuine advantage of having
adjuncts in clause-initial position with a high frequency. Although further
work is necessary to distinguish between the two explanations, the second is
supported by the fact that our adjunct-initial condition actually had the most
evidence for variability in terms of grammatical categories (rather than roles
or functions). Our results therefore provide some degree of support for the
view held by Lightfoot (1999, 2006) who points to changes in the distribution
of clause-initial categories as an explanation for the loss of V2. In our case,
the adjunct-initial condition featured amore balancedmixed of DPs, PPs, and
AdvPs, while the object-initial condition featured an over-representation of
DPs in initial position. The former led to better generalisation of XP-fronting,
and the latter to diminished generalisation of XP-fronting. Interestingly, in
this condition, participants’ productions were even more skewed than their
input, as can be seen in Figure 9. Such a heavily skewed distribution in pro-
ductionswas not observed for any of the other conditions. In fact, participants
in the adjunct-dominant condition produced the least skewed distribution. If
the output of learners in the object-dominant condition served as the input
for a next generation of learners, then the evidence for V2 in this generation
would be even more reduced (Kirby et al. 2008). This constitutes a plausible
trajectory for the loss of V2, paralleling the situation e.g. in French where the
evidence for V2 was more and more reduced (Roberts 1993, Steiner 2014).

If adjuncts are important more generally in the learning of V2, and not
just in our experiment, one might expect to see a significant number of clause-
initial adjuncts in exactly those Germanic languages that have retained a V2
grammar. To test this claim, we reviewed work on the distribution of clause-
initial constituents in Germanic languages. We also reported a large-scale
corpus study on German. This analysis confirmed that while subjects occur
most frequently in the initial position, the nextmost common constituent type
is adjuncts. By contrast, in languages which are in the process of losing V2,
there is evidence for a particular reduction in frequency of adjuncts in initial
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Figure 9 Proportion of different clause-initial constituent types across dif-
ferent trial types in V2 sentences by condition in the sentence pro-
duction test of the experiment (cf. §3). A = adjuncts, DO = di-
rect objects, IO = indirect objects, M = adverbials to mark verbal
movement, S = subjects. Learners in the object-dominant con-
dition produced a high number of object-initial sentences. This
exceeds their input significantly, which contained only 60% of
clause-initial objects.

position. In languages, like English, which no longer have V2, adjuncts are
very unlikely to occur in initial position. These distributional differences be-
tween natural languages support the idea that adjuncts may play a special
role in the learning and maintenance of V2.

6 CONCLUSION

In this paper, we investigated the hypothesis that learning of a V2 language is
fostered by a maximally variable distribution of clause-initial constituents in
the input. This hypothesis was derived fromwork suggesting that a V2 gram-
mar will be lost if learners do not receive sufficient evidence for the grammar
(Lightfoot 1999, 2006, Yang 2000, 2002), and that variability in general is good
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for learning (Gómez 2002). We tested this by comparing learning of an artifi-
cial V2 language with subjects, objects and adjuncts in clause-initial position
with equal frequency, with learning of languages with skewed frequencies –
either object-dominant or adjunct-dominant. While our results suggest that
different distributions of clause-initial elements do indeed affect learning out-
comes, learners were best able to generalise XP-fronting to novel constituent
types when the distribution of initial elements was skewed towards adjuncts.
They were least able to generalise when the distribution was skewed towards
objects. We propose that a high frequency of adjuncts in initial position is in
fact likely to be an important feature of V2. It may lead to higher variability in
the grammatical categories of elements in first position, which could be more
important than the variation in grammatical roles (Lightfoot 1999, 2006). Fur-
ther, there is robust evidence, including from our large-scale corpus study of
German, showing that adjuncts are highly frequent in initial-position in cur-
rent (or historical) V2 languages, but not in a non-V2 language like English.
Our results therefore support the idea that diminished evidence in the in-
put can lead to the loss of V2. Our study also adds to the body of literature
now demonstrating the utility of artificial language learning studies in under-
standing language typology and change.
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